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The bulk of the research performed in the past two years on this

contract was on the solution in closed form of second order ODEs. This was done

largely by Professor Shunro Watanabe while he visited us from Japan. A paper on

this work was presented on July, 1984 in Cambridge, England and is attached.

As the paper indicates, Watanabe's approach, which is based on

transforming most equations into a variant of Riemannian functions, is very

successful. It solves over 90% of all second order equations in Kamke's famous

book. If one eliminates differential equations with general coefficients (e.g.,

f(x)), then it solves over 96% of the equations. Watanabe's paper explains the

types of problems that remained unsolved.

We should note that Watanabe's program is more general than Kamke's

book. It is now available as a program in MACSYMA.

We are very pleased with our Air Force support over the years. With

this support we were able to complete a PhD thesis by Zippel on the GCD

algorithm. This pathbreaking thesis provided a probabilistic algorithm that is

the best general purpose GCD algorithm. Barry Trager has almost completed his

PhD thesis on algebraic integration. This thesis presents a very efficient

algorithm using much machinery from algebraic geometry. When it is completed

this fall, we expect to submit it to the Air Force as well. Finally, we were

able to sponsor Prof. Watanabe's work. On the whole, our association with AFOSR

has been outstanding. We hope to continue it at some future point.

- ..1



AN " "T "IRD A G-" RAL QUADRAT=.UR..

S--aD O-N,-R-- EAR ORDINARY DIFFERErIAL T

S71 OLIC C(IWN7TATICN

S!h.nro Watanabe
Depa--3 of Mathematics, Tsuda College

Koda-za, 'Tokyo 187, Japan

1. "%hy experimewnt?

The second order -=Wr ordinary differential equatiaos (L ODE) s the -ost
iaportmft class in ODE. ~aclassical mtmatical theories =r L. ODE had develoe
in 19th and early 20th e---vies. Many mathmaticians .mae the theories and ethods

to find and solve oraa~!,x a lgebric: sout for rw oc owvri sems to
us they did not offer any en--eral procedure that can solve these equations. ((I)

n the othrk hand, h--aq -- e last 15 years anypele tried, to -ite progra

7tat can solve the eqna-- an L, b Symbol= CM1utatzi=. . examle, J.GO I4U
E.Lafferty and others .ot- an solver for CVE on wNcP£L, called ODE, which is a - .

ollection of alaorith= .orlaf m Y.Avgoust3.sl simp ication program for hyperge- Accession For

-etric equations and P.5.±t's solver for R.U=tias equatUr-s -4th aoefficziets in NTIS GRA&I

Q(x), rational. fuctions -f x- (21, (.1: TIC TAB 7

Recently tuo papLs aed. They offered .ral Lgoriums for these equa- ..-

tions. J.Kvacicos alaoriz can find and solve all the liouvillian and aLgeraic tI.

solutions for secod ord- L WC -Aith ooefficients in C(x). B.Saunders imla ted
Kovacic's algorithm. ((41) .. Slner's algorithm can find and solve all the liouvi-

tsitri nt .lian and algebraic solu ' s for the n-ti order L OCE with cefficients in F, a
fLnite algeb aic tmensi or of Q(x). ((51) Av- --4.-

--ven after the ap~mr=c of these tua pupars. it a wat to i~lem a Sol- A, a
ver for a large class of .-- aaions, the followiq diretion sms to be still valua-

ble: "Given a different ital emation uhoe fm or st is -at imradiately Ak
recocnizable, one looks f=o -- asoxmations which will convert the given problem 7
"ItO oni .Ai±~ is kma. ° ,[61) I this pae, t shLL shme an x im .w.e.- a

leneral guadrature for ser order L. OlE with coefficients in el mzemry i:s=tions.
I wrote a program within the classic=l knowleadge on ME. (1,8,)) it

consists of m 1400 .iL.m by M languaqe and I tested this program on PDP-10

usin 542 equations in Faes table. In these 542 equati.ons w can use 492 equa- a I.

mions as msnsinqul tt data. ((7)) Our program solved 471 equations. It mans11 ou e~P

solvable rate is more -ha 9%. The =putaion t are alamm between 10 seconds
3."d -30 seonrds. InZ th exal t I foundaL nazea amo (2-291t:" equati.on)

Proc ARO SAMV /+
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and other errors (2-125C(c) and 2-187a) in Kamke's table. Also our program solved a
few equations which are essentially different equations from those in Kanke's table.

I printed all the processes of calculations for the 473 equations and ottArs.

2. mne stratewv for solvina.

Our approach for solving Kanie's equations is to find a proper tranformation

of variables wich ,ill eonvert a given equation to a more simple equation. Usually
it is very difficult to determine which equation is more simple. ,Oever e Can .2

guess as folIow - if the cffaicents of an equation have exp (x2 ) ano the ooeffici-
- ents of another equation have only exp(x), the latter equation must be mOre sitle

than the former equation. W all the coefficients of an equation are rational
functions of x we may thik that the degree of the difficulties for solving increa-

., ,ses as t mme or the ranks of the sizglar poi ts i-:ease. Thus we had rugh
criterions for simplicity of equations.

Tham how can we find proper transformatins? I used only one tohnique for our
program. First we wi.1 recognize the pattern for the given equation. Here I mean

the pattern not only as external form but also as a kind of characterization using

the informations obtained by calculation. Then we will get several candidate trans-

formations that have a few w determined parameters. We will try to determine L hese

S " - .-"parawters by applyi= the transformations to a given equation. Terefore we used
the following strategy_ for oar program.

ste"- 1. If the ecazmo cotains elemmary transcendental functions and if t.e

arguments in the deepest parts of it have a common rational function k x)

that is not x then w try to remove k(x) by the transformatiin t-K(x).

If we sucbess then go to step 5, if we fail then go to step 4.

step 2. If the equation co~tainis elsemtary transcendental functions andi if all

the argmants of these functions are x then we try to remove these
functiuns by the transformation t-e(x), where e(x) is one of t.he sras-

* ~ cendental f=-tions.
if we success then go to step 5, if we fail then go to step 4.

sta3 If all the =aeffizients of the equation are rational functions of x and

parameters t en e count all the singular points and calculate their

ranks. If the equation has only three regular singular points or it has

one reguar singular point and one irregular singular point of rar.k one

or it is t.w easily solvable equation then we solve it using theories.

If the equation is a prototype then we say so. If we success then -,o to

step d.

step 4. we try to find --, proper transformations of the form

uif(.x)y, uwy, or twg(x)



were f (x) and g(x) are el-e..--r or alaebraic f-nction of x. Of-ten

f (x) and g (x) have undeter-.ed- parameters, and we r.ust determine ne-n

so as the transformation --. s.--lify the equation. if we fail we caxnot

solve it.

st 5.te store this successful tar-sfomation of variable to the top of a

stack. We replace the new var.ables u or t in the transforned equation

by y or x and ue use it as -n-w" equation. Go to step 1.

st 6. We calculate the solution of the first equation from -he series of

transformations on the staic &.:d '-he solution of the last equation.

:rhen we wrote our program ac .'n; to the a ove strategy, we used tne follow-

LI.; loose princiles : 1) '4e snould pr"epare enough transfonnations for solving our

_xquations. 9ut it is better to use pa.---a iatnings in small nua.uiers. 2) We should

.se bAck-tracking technique only under the restricted condition. At least the .nuner

of trials ia an emvirumrt .aust be s-all.

3. Details on the sfonut s.

Let US C~nS34e Step 2 in OW --ategy. !*M 1.1 find trigowtrICEM !U===~S
for a iven eq iatan. ,a try to rae these zh is !== it usLng t=si.%(x) or t=

os (x). *hm one t-osformation sumceeded and another =ra m noni n failed, .e can

use the succed on. When both of a suucceeded. we at Select the a wbzc ill

bring us more siaple equation. "hen both of th failed, we cannot rmove ---onamt-
ric functions from it.

When we find hyperboLic fun-ctios for a given equation, we try to remove these

functions from it using t-osinh (x) or toab.(xj. we can detw= m which tranzsfora-

tionm is proper or raot using the sm procedxe as the case of tri atric func-

tions. W4hen we find expoetial or logarithmic functions for a given equation, we
try to mum '-IM fra it usicng -me = t-log() or t-Mxlngq)-1) .

W4ow Let us consider step 4 in == s*aeey First we try to slapIJfy Lt usminq

t *r ,ti Ppose5 we try to rec-t ou qazm h foos ~2 y to +- xr)f*
.q(xr)y-O. .here r is an undetermined param.ter. When r is 2 or 3, or -1 or 1/2,

it is not so diffionit to deterwmne:. 3.at *aui r iA b or -b = bi.I , %Ue h is an
another syMWl, it is not so easy to dwermine r.

"',= -. try to saeplify it using yUU3V(ai)u, whee a and r are two undetermined

panmeers. By this transformation We can expect t:A directions for si plification.

One is to rmI"e the rank of the irregular sinyularity, and another is Wo transform

jir equation to asily solvable qeatio aY.f f(X) Y'.a. To reduc t rank we can
use the valuse of rank as r. But to transform - equation wo y' 'ef x) y9= we lust

Look for the value ag r axundk tk vUn of rank. Smatiin we go thtough this stop

tao or three tim. Then we mnst determine the valuen r udrthe condition that the

A
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value of the successor must be less than the value of the predecessor.
*In this case we have one difficaltiy. The undetermined parameter 'a'in exp (axr) j
*satisfies a quadratic equation. So we have two values for candidate. The t~w tras

formed equations corresporx~ing to ttme values have often sane siplicity. Therefore

.1 the first version of our program asks for us wh*ichi value is preferable. Of arse it

7 7is for the feoyrittins ae
Afte eutis ratnsforatipon, we ostil selec an appare surnguartont sn aand

one of the characteristic roots as k. It is not necessary to dlecid-4~t~ a sinqu-
lar point is apparent or rot, because the possible nurter of a and k is fl.iite.

Another direction is to transonn the eqation to y *+f (x) y'=0. Fbr this pro-
se it is not necessary to select a singular point for a. These processes are a kind
of pattern mtchings; and their applizations for transformations. '.e ie try to use
ware explicit patterns.

4. 'hat are our oatterns?T

In our problem a data or an &eguat3.on corresponas to a pro-4rmL wnizn an solve
the equatimn Now we have 542 relevant equatios in K=a~e' s table. Tefreif I
wrote 542 programs, thn the oliectio of these proqr=n IS a0 sove- fo X'C S

equatios. Hoever it is too big to be a practical solver. Then se try to finda siu
-4-4 lar parts in this huge program amc --y to reduce its size by replacing those similar

pwts by ma .mixes. Mse = corres eson = patterns-

Fur ezn~le a few euatuon in imace' s table pass thzugn similar roVute in step
4, then we can use a proper pattern to save calculation time. The equations 2-5.; and
2-55 in Kawke' s table are such ex::les. Let us cnsider the equation 2-189 as next

4 example. It is transfored to Sessel's equation (2-162). Our program can solve it
easily. However when -Ae solve all of the 542 equation Ae -dill Meet that 54 =.M.
Therefore wAe aicae t.ne pattern 2-139 to our program to save con~utaticn t~.e.

In a oractical sense how can we find a Pattern? Let us onnsider the easiest exa -
:Vple, equation 2-442. It has the f=r f(x)y'4+xy'-in. When the equation 2-419 is
given to us, let us look at it. It has the form :x-y Cos(x)(X sin(x)-2xcos(x))Y4-

(Zcos(x)-xsin(x))y-0. After we divided the both sides by -(2cos(x)-xsin(x)) -we can
get f(x).x 2/(xsin(x)-2cos(x)). The pattern 2-442 has a special solution x, so Ae czan

easily solve it.
Then is it al-veys possible to determine whether a pattern mitches to an e,-ua-

tion or not? The equation 2-77a has the form :y-+(f~q)y+(f'9)Y-, where I and 9
are arbitrary functions of x. Nhen w.e tried to match this Pattern to y VVy --- O
we will see that f must be the solumicn of a .bc-at-' ecuaticn B'--.=) ut
iz is very diff icult to solv.e this ezguacion , it isequivalent to our proble.
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S-,le 1. The followng are &L-st raw print-out for ".-e 2-344 , .

(c3) sbootim:tues U
Tim. 5 4SOC. we use V -

o

(C4) p. Slteer 10. 163 / x 2 2

108hilo(PUSISlfS81) the result is ------------ - --- -

4 2

PRAIN FASL OSK SWATA being loeod di

Loeding ome 2 1 2

Time- 333 M4S9. d Y (IL - V ) Y

(04) DOl solve --- - --............ 0

(CS) satch(eSA15. test); di

(CO) /" Z-344 * we use T * %[ dY

l 3 44:1I4,DFFY..2)(EXP(Z/X).VZ)YO y:I -- 2

Ti . 72 mis. d Y CT (V - T) Y

Z the rsult s ------ --- ---------- -

4 d I 1 Z. 2 T 2

(oS) -- (M - v ) Y- 4T 4 T

dI 2 2 2
d Y C (X - V )Y

(C7 e / £ -t 24) F n aSo

fi"4 3491
(07) BArC16 out( 11 As sMAsS 0

2 2 )

cs) Io,1(-,J44.S). r
2 2/ 2 y ' - 2-) (

z ZUS z Y-p C z ()

dY (U -V)Y t 7
e, solv--- - r V

a (I tr - ]dx x 1 2 3
I Y. y (SQNT(X))

we use " * - S. £SS(V)

I the solutlon of the last eq. Is 1 (SQn())
CY S, AIS(V)

S 2 -0 the Solutilo of the filt sq. Is
1 IF d 2 T I Tim- 14239 met.

the reselast -- .(£ *IV )Y 0 /
a t 1 (12 )

d? B. ADS(V)

Cf C 2£ 2
d ' Z .

we sove --- - ( -V ) it
2 g

dX

SOLVE .ASL. US NAMM belog losl
Loeding done
we use T - 2 1 dy the above ea.le y (X) i . the

a I dr (V - ) e neral solution of the 3essel's equartA

.he result Is - . -- xy-' 'xy'4.(x 
2 

n)y.
I t 4
dy

2 2-- 1
CVY dl (U - v) V

2 a

SL



- - ~ - -- -------.
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Erx le 2-. Print-out, for t±e 2-378a eqiuation ini Kwrke's table.

(CS) P 37$A.SZZ
we Sol-*

OLIFAS.

(DO) (I1-1) 1(1 1) -- 2(X -3) X (X.1) -- 2 (X -1) Ya .0 we U44 r

(CS) lisa(k6u.0): the leaul

dT

Al1 2 - we.2olve

U
FA use T

(2.1)2It. Match@

2- 2
2 U dl d U we Se Y

2 1-1 2
I - 0 the reiu't
dT

2 V2-- 2

2 2 - 1 2 _

it motcheS wits k442
we use T - U 2

u the type
2 2 AUthe Sol.,

2 2-
AT Al -

2 2 .Is -2 V

the solutlee of the first 64. Is -a

Time- ZCZ2X macc. I 8j

11AS~j

1(21 (-2 3.(X .rin-u for the) 2-3 qainial.AR

(whe) Y
-2
floe-3 23os

(1.10) SI X)-- 0() -I(X (V( aSI;1

A6S
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z COS() - 2 z

d Y 0x ((V o V) SIX (1) - N ) y
we1 solve ° 10M -- -" ---------- .................. . 0

2 sIM(1) 2
01 SIN (I)

SOLVE FASL, OSK MACSYM OItng 104444

• u use T * COS(X) 0Y
2 2T.-- 2 2 2 Z
01 d? ((t -)V - (T -1) V .1) Y

tie result is --- * --- - - --------------2 2 4 2

2 21
dT T I. T - IT I1

2 I-- 2 2 2 2
d Y d1 ((V * V) X - V - V * N )

we solve --- 
•  

'* ---- -------- '''--" ....... .

2 2 4 2
dx x -1 -2x '1

It mtchOd With "7Z
ASS(N)

2 2
eeu*YUI -1)-

tS& Y - UJ (X - 1)

2
0 U I D 9

the result is --- (Z - 1) • Z (ASS(S) * 1) -1 X - U (* V - V* ASS(R) (ASS(N) * 1)) - S
2 dx

01

2 (Z AMsS(Y ) -- z r
d Y 01 (V V- ASS(*) 0 Y)

we solve--* - - - -- - - - - - - - 5

the typo is nO.PPgommtriS
Ihe Solution, aO e wgritu by *I~ s If"Uctioeb a& fIblea

C i -z zip J
£ )

y-P ( - AGS(s) - ASS(N) AS(N) - V ](s)

E 0 0 V-ASS(N) .I
do you replace, in AS(S) - V ? type 7 w a

afs - 2 V - I as odd InitogerY ftpo I or a
8;
is Z2 V I an ad# tntegr type y or a

Y.

A:is 2 V - I ea postiv tatesr? typo 7 oi* a

n;
A(Sg)

Y" - (f (W. s))

ASS(S) L
dX

Iee I (V. 1) solion of Le9ooVS s

the Solution, of tis first 9. to

tIme- 23504 ae.

AASS(*)ASS(S) -,.-

(07) ( ---- - ( (V. COISI)))) (COS (a) * I)

.,o(s)
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6. The result of Our eyperie-:.

There are 542 second order L OOE in Kamke's table. In these equations we nave -

39 equations whc cont-ain arbitray functions and 11 equations whiuch contain non

eleetary transcendental functions. Our program solve 473 equations out of relevant

492 equations. The rate of solved equation is more than 96%. Cur program solved 488

equations out of all the 542 eqzaticns. The rate of solved equation wihot any rest-

rnction Is more than 90%.
W'hen will we say twe coUld solve it." or Ne could not solve it.*? '4hen the

most sjlJ.fied equation is pota-type or has a solution that is representable bv

.. ~. elementary functions or alge!:t-c functions, the equation -as solver.

type classes the -,v- of sle uo totall T S
first. ed;ruat~ioso y1

constant co-fficien~so 8 0 1

s 1 ian'eutof114 0 114 5 109

s 2 Riemannsequation 99 1 100 13 86

s 3 t-W5 -) slor s2 118 0 118 2 6 2

coef ficients conta. ~ - ~-
aqmential funcaos 1

coefficients contain
s 5~ qz±zi 4 2 6 4

coefficients az 5
s 6 trf~AM I 55 571 11 13 29 2

coeff icients contain
hyperbolic functions 76 1

other equations -ih~~5 9 1
coefficients in 2Wx

;; sub total 473 19 4921100 203157 13

* -' .. coefficients cocain I
S transcendental functicr.s 2 9 11

coefficients contai.n 1 6 3
A, Wkany functions of x

sub total 15 35 s0

total 485 57 542
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last equaticn nx.-ner o: scluttiofl representable by

2 1 ue solution of th~e eq~uation of

last nunbr elenwen alieb iellio KunMr Bessel ;*tt:t.eze Sauss~ ..:attieu .

casof -q func f'_~ -ke --

si 203 37 6 51 39

s2 157 68 9 3 36 41

58 13 6 7

N_ Table 2.

pattern transfor- frequ- Ipattern transfor- frequ- pattern zransfor- rc_

mation ency mation ancy ntion enli-y

2- 41 2 2-367 y-(;z 1) u 1 4-218a 1

1- 54 vyex(ax~u 2 2-372 "(x 1)'U 11 y=(x-a) u 9

2- 73 Y-/ (x 2 -i) 3 -7-394 '(y 1{u/sinX W

2-120 (to Whittaker) 39 Z-44Z Yu(X-et)U 28 -Io(~

2-130 t'4i, 2 2-ISa (Pmcotype) 1 31=

2-189 (to Bessel) 54 2-Z31a t~asinh(x) 1 t-F137

2-24a (proto-type) 3 2-sit (tolihittaker) 28 (tcs(x) 4

2-269 Y u1 2- 79 1 tex 11

2-297 tvasinh Aix) /S 4 2-12Z8 y-.i/ 1 t-Sinh Wx 7

Z-.157 tu-x,4.1 S Z-22Z 2 t=3.ogtx) 1

2-359 t'1/ 2 227 t-x(log W -7) 1

2-363 "(x) 4 Z-76a, Y- = s(X) U I
-72

2-wit: XZy,,X2+b~o(t*)( 2 2

Table 3.

trn table 3 we can reed how mny tum a pattern mnatched to its equations or -vo

nu=W tin=s a transfaat1i m asd in a= e~Qsiment. Fo example a pattern. 2-iat

4u*Lt .a carmat find AnKaies tabLe mted to 28 equtzis. and twsia(x) cm
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equation reason fo equation reason for equatio reason for
unsolved unsolved unsolved

2- 15 not Lnpleinmted 2-330 to general 2-427 too special

2- 19 not impleimented 2-341 not inplemented 2-23a to difficult

2 2-127 too special 2-362 not l-sluemeted 2-115b too difficult

2-216 not ilemented 2-364 not inplemented 2-115c too difficult %

2-261 in not well- urla 2-399 not inplarented 2-354b too general

2-267 is not ll-kczii 2-407 too general .7

2-283 too special 2-408 not implea'ted

Table 4. T list of all tie unsolved equations in sl-s

7. Wafee-es. ." " "":g
I. A..Mrsyth,"The:cEy of Diff wential Equations vol.IV", Dover, (1960). ;4 dij:
2. E.1fferty,"lAypergem ii Rectio -An Advenure in Pattern Match.ing",

Proc. 1979 M1CSY User Conf, pp.465-481.

- 3. Y.AvgOistis,"Sinbic Laplace Transforms of Special Fctions",
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